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Abstract

Convolutional neural networks (CNN) can extract the features necessary for the recognition and classification of several
diseases. Yet, the intricate symptoms encompassing changes in brain anatomy pose challenges for CNN training. While an
ideal scenario would leverage a patient’s entire magnetic resonance imaging (MRI) data with minimal preprocessing and
human involvement, it does not always yield optimal results. To improve the performance of CNNs, researchers utilize much
larger and more complex networks, which does not guarantee improvement. In this paper, we propose an innovative way to
increase performance, manifested through utilizing multiple distinct 3D orientations of the data, coupled with a multi-classifier
framework. The method consists of predictions from networks trained on unique angular orientations of the same data set
that combine to offer a unified prediction. The results obtained from the proposed method underscore that these minimalistic,
computationally frugal alterations can propel average accuracy rates from 89.84% to a commendable 94.37%, signifying a
near 5% performance surge.

Keywords Alzheimer’s disease - 3D convolutional neural networks (3D CNN) - Magnetic resonance imaging (MRI) -
Multi-classifier systems - Deep learning

1 Introduction ability in brain structures and the subtle changes occurring

in the early stages of AD present challenges in achieving high

Alzheimer’s disease (AD), a progressive neurodegenerative
disorder, represents one of the primary causes of cogni-
tive decline in the elderly population worldwide. Early and
accurate diagnosis of AD can pave the way for timely inter-
vention, enhancing patients’ quality of life and prolonging
cognitive function [1]. Magnetic resonance imaging (MRI)
has emerged as a pivotal diagnostic tool, capturing intri-
cate details of brain structure, thereby assisting in discerning
between AD and healthy controls. However, the vast vari-
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diagnostic accuracy [2].

Recent advances in the field of deep learning have
demonstrated promise in extracting intricate patterns and
features from medical images, such as structural MRIs [3—
6]. Deep learning autonomously curates multi-tiered feature
representations, streamlining classification processes while
minimizing human oversight.

While these networks offer improved diagnostic capabil-
ities, the scarcity of annotated MRI data can hinder their full
potential. In navigating this intricate classification terrain,
existing research predominantly falls into four categories [7]:

e 2D Slice-level: This method employs slices of an MR
image containing frequently affected areas of the brain.
While memory-efficient, it demands intricate preprocess-
ing and expert knowledge, potentially constricting its
universal application [8, 9].

e Region of Interest: This method isolates localized affected
regions as a distinct 3D entity, mirroring the advantages
and constraints of the 2D slice-level approach [10].

e 3D Patch-level: In this approach, the MR image under-
goes segmentation into multiple, often overlapping,
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Table 1 Differences in

. Angular orientation
performance based on changing £

Angular equivalent Average accuracy (%)

angular orientation and the

> . Axial
fusing of predictions to create a .
multi-classifier Sagittal / Default
Coronal

Multi-classifier with sum rule

(0,0,90) 87.36
(0,0, 0) 89.84
(0,90, 0) 91.62
(0, 0, 90)-+(0, 0, 0)+(0,90,0) 92.45

patches to bolster the sample volume. Yet, a meticulous
preprocessing strategy is paramount to sidestep irrelevant
brain patches and ensure the network’s accurate training
[11,12].

e 3D Subject-level: Encompassing the entire brain as a
singular entity, this approach resonates most with deep
learning philosophies, albeit at the expense of a more
constrained sample size [13, 14].

To navigate the challenges posed by limited sample sizes,
data augmentation strategies [15], such as rotation, can be uti-
lized to significantly enrich the data set, thereby enhancing
model robustness and generalization capabilities. Another
method is using multi-classifier systems, where individual
networks bolster one another, ameliorating individual weak-
nesses.

We tested the ideas above at the beginning of our study by
training three different 3D CNNs with the same data set, with
three of the most available orientations; sagittal (0,0,0) or the
default orientation, coronal (0,90,0), and axial (0,0,90). This
experiment resulted in significantly different performances.
We, then, fused the predictions of these three networks to
create a multi-classifier that performed better than any of the
three individual networks. The results are shown in Table 1.

In this paper, we harness the combined strength of unique
angular orientations of MRIs and multi-classifier approaches
in conjunction with 3D CNNs. Our goal is to achieve a
marked improvement in performance, minimizing the need
for extensive preprocessing, and offering a more streamlined,
efficient approach to Alzheimer’s Disease diagnosis using
MRISs. The results indicate that training 3D CNNs with the
data set fixed to a new orientation can drastically change per-
formance, differing in our case from 84.89% (180, —60, 60)
t091.62% (0, 90, 0). The predictions of the different networks
created using this method can further be fused generating a
stronger classification framework with a maximum accuracy
of 94.37%.

2 Methodology

In this section, the proposed preprocessing methods, classi-
fication model, and the novel fusion-based approach using
multiple angular orientations will be explained in detail. The
method consists of training 3D CNN models with the entire
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data set oriented to a new angle, and utilizing these networks
in a new classification framework where we harness predic-
tions from »n different iterations of the model.

2.1 Preprocessing

Since our project aimed to improve the performance of CNN's
under easily achievable yet somewhat unfavorable condi-
tions, we tried keeping our preprocessing to a minimum. The
main aim of the preprocessing procedure was to extract the
brain from the MR image of the subject’s head. Subsequent
to this extraction, we undertook the crucial steps of rotat-
ing and resizing the 3D image, ensuring it conformed to a
standardized structure.

Data used in the preparation of this article were obtained
from the Alzheimer’s disease neuroimaging initiative (ADNI)
database (adni.loni.usc.edu) and from the Australian Imag-
ing Biomarkers and Lifestyle flagship study of ageing
(AIBL). See www.aibl.csiro.au for further details. AIBL
study methodology has been reported previously [16].

The brain extraction part of our preprocessing has been
accomplished using the brain extraction tool (BET) [17]
with reduced image bias. After this stage, all of the resulting
images have been inspected visually, both for overall qual-
ity and the inadvertent inclusion of extraneous organ voxels.
Any images that repeatedly failed to meet our quality thresh-
old across multiple preprocessing attempts were excluded
from the data set. After this step, the FLIRT method has
been applied to the samples in order to register them to the
MNI152 template [18, 19]. The results of these operations
are shown in Fig. 1.

Once the preprocessing stage was completed, we were
left with 522 AD images of size 91 x 101 x 91, with 1 mm?
voxels. We used the same number of HC samples, creating a
balanced data set, thereby optimizing the interpretability of
ensuing accuracy metrics. These sets have been immediately
separated into training (including validation) and test sets in
the ratio of 9:1.

2.2 Classification model

A pivotal aspect of our methodology is ensuring minimal
standard deviation in results, thus yielding meaningful accu-
racy differences. In pursuit of this, we tailored 3D adaptations
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from renowned networks like VGG16 [20], ResNet [21], and
the cutting-edge DenseNet [22]. Among these, the network
derived from DenseNet121 stood out, registering the lowest
standard deviation at a mere 2.07%. Consequently, DenseNet
became our primary choice for the bulk of our testing.

DenseNet uses feature map fusion to combine informa-
tion of different complexities together. The fusion process is
orchestrated through the concatenation of the input and out-
put from convolution groups nestled within its Dense Blocks
so that the input to the layer z is:
xz = Hx([x0, x1, ..., x; — 11) (1)

where [xg, x1, ..., X; — 1] is the concatenation of the fea-
ture maps produced by the preceding layers, and H, is the
nonlinear transformation applied by the layer z [22].

Each convolution group consisted of the following layers:

Batch Normalization

ReLU Activation

3D Convolution with kernel size 1x1x1
3D Convolution with kernel size 3x3x3
Dropout Layer of value 0.1

The architectural visualization of the overall network is
observed in Fig. 3, where Dense Blocks depicted with blue
color code consist of several convolution groups which are
illustrated in Fig.2. The detailed network specifications are
given in Table 2.

2.3 Angular orientation

Based on the idea of improving performance using proven
methods within data augmentation and taking those ideas
one step further, we utilize the entire data set, with varied
angular orientation. The angular variation is achieved by the

100 150 200 250

(b) (©)

Fig.1 The results of the BET (b), BET and FLIRT (c) operations, compared to the original image (a)

rotate function in the scipy.ndimage library, which uses spline
interpolation.

Batch Normalization

Y

RelLU

Y

Convolution
1x1x1xC

v

Convolution
3x3x3xC

17

Dropout
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Fig. 2 Example of a convolution group. Each Dense Block within the
DenseNet consists of multiple convolution groups creating feature maps
to be concatenated with the feature map coming from the pipeline. Such
a design facilitates the amalgamation of features from diverse levels. In
our experiments, we set the Growth Rate (C) at 32, while maintaining
a Dropout value of 0.1
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Table2 3D CNN architecture

based on DenseNet121 Layers Output shape Properties
Convolution 46 x 51 x 46 Conv 7x7x7x64, Stride =2
Pooling 23 x 26 x 23 Max pool 3x3x3, Stride =2
Dense Block 23 x 26 x 23 6 x Conv Group
Transition Layer 23 x 26 x 23 Conv 1x1x1x128
11 x 13 x 11 Average Pooling 2x2x?2
Dense Block 11 x 13 x 11 12 x Conv Group
Transition Layer 11 x 13 x 11 Conv 1x1x1x256
S5x6x5 Average Pooling 2x2x?2
Dense Block S5x6x5 24 x Conv Group
Transition Layer S5x6x5 Conv I x1x1x512
2x3x2 Average Pooling 2x2x2
Dense Block 2x3x2 16 x Conv Group
Pooling 2x3x2 Batch Norm
2x3x2 ReLU
I1x1x1 Global Average Pool
Classification 1024 Fully Connected+Sigmoid
Global
Max Average Average Average Average
Pooling Cony _Focling Cony__ Pooling Cony__ Pocling Pooling
91 xl I:lt;llltx o1 Comv
E> precicion
ully
onnected
L Layer
Dense Block 1 Dense Block 2 Dense Block 3 Dense Block 4 +
Sigmoid
Fig.3 Graphical representation of DenseNet121 adaptation used in this work
;Zg:r;aﬁzgiigfenzs\:/orks Angle Average accuracy (%) Average AUC (%)
tra'ined Yvith different (0, 90, 0) 91.62 9511
orientations
(—120, 180, 120) 91.21 93.67
(—120, 120, —120) 90.25 94.04
(0, 60, —60) 89.97 93.29
0,0,0) 89.84 94.12
(60, —120, 0) 89.70 93.36
(=120, 0, 60) 89.70 93.94
(—120, 180, —60) 89.42 93.31
(120, —60, 120) 89.01 93.17
(60, 0, 120) 88.32 93.59
(—120, 0, —120) 87.50 93.76
(0,0, 90) 87.36 92.97
(0, 120, —60) 86.26 92.19
(180, —60, 60) 84.89 91.57
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2.4 Classification

To mitigate performance inconsistencies, we trained seven
networks for each distinct test angle. The networks were
asked to predict whether a given test sample belonged to
the AD or CN groups, which resulted in a value between 0
and 1 because of the sigmoid layer at the end of the network.
The predictions as well as the accuracy of each network were
kept for further use.

For tighter control over the testing conditions, we consis-
tently used the same training and validation sets for each run.
While the contents within these sets were shuffled, their over-
all composition remained constant. The test set, on the other
hand, stayed consistent across all networks but was rotated
to match the orientation of the respective training/validation
sets.

3 Experimental results
3.1 Results on training with a district orientation

Table 3 shows the average performances of networks trained
with the data set with random unique orientations pro-
duced with step size 60 degrees in addition to the sagittal
(0,0,0), coronal (0,90,0), and axial (0,0,90) planes. The
results reported in this table are sorted according to classifier
performance based on accuracy. The average accuracy for
the worst-performing network (trained with the orientation
(180,—60,60)) was 84.89% while the original (sagittal plane)
was 89.84%, with 4 networks performing better including the
coronal plane with 91.62% average accuracy.

Using the orientation (0,0,0) as our reference baseline,
it becomes evident that altering the orientation results in
different information being registered into the network.
Intriguingly, even a network yielding a comparatively mod-
est accuracy can still hold value when incorporated into the
subsequent phase of our methodology.

3.2 Results of combining predictions

Networks trained on data sets with varied angular orienta-
tions exhibited an important trait: they correctly classified
samples that others misclassified. Capitalizing on this obser-
vation, we sought to amalgamate these sets of predictions.
The arithmetic mean was employed using the sum rule, a
method renowned for its efficacy in integrating multiple clas-
sifier systems [23], where the probability of a class Cy (i.e.,
AD) is calculated using the formula below and predictions

ﬁ Test Sample

Y

%
<

Rotation

™

<

3DCNN - (0,0,0) 3DCNN - (0,90,0) 3DCNN - (0,0,90)
Individual
Predictions

Combined

Prediction

Fig.4 To amalgamate predictions from various networks, the test sam-
ple is initially rotated to the specified target angle of the network that
will create the prediction. Subsequent to individual network predictions,
the sum rule is employed to compute their arithmetic mean, which is
then adopted as the consolidated prediction

made by N networks.

N
1
Peombinea(C1) = ; pi(Cy) )

The mechanics of this approach are illustrated in Fig. 4.
3.2.1 Combining predictions from two networks

Once a set of combined predictions was created, the accuracy
values were obtained and averaged to create a heat map table
in Fig.5. The results are sorted according to the individual
performances (accuracy) of the networks. The visualiza-
tion unequivocally illustrates that fusing predictions from
networks trained at different angles consistently amplifies
performance. The highest accuracy, 93.96% was achieved
by the combination of [(0,90,0) vs (—120,0,60)].
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Table 4 Comparison to the state-of-the-art

References Dataset Methodology ACC (%) SEN (%) SPE (%) AUC
Coupé et al. [24] 231 HC,189 AD Conventional classifiers 91.00 87.00 94.00 -
Subjects (SVM, LDA..)
Liu et al. [25] 229 HC, 189 AD Conventional classifiers 92.00 91.00 93.00 95.20
Subjects (SVM)
Suk et al. [26] 101 HC, 93 AD Deep boltzman machine 93.52 94.65 95.22 98.70
Subjects
Liu et al. [27] 61 HC, 50 AD 3D CNN 80.00 - - 87.00
Subjects Subject Level
Lian et al. [28] 429 HC, 358 AD Hierarchical FCN 90.00 82.00 97.00 95.00
Subjects
Nawaz et al. [29] 382 AlexNet 92.85 - - -
Subjects
Proposed Method 227 HC, 210 AD 3D DenseNet Coronal plane (0, 90, 0) 91.62 91.76 91.48 95.11
Subjects 2 network fusion 93.96 94.50 93.40 96.23
3 network fusion 94.37 96.15 92.58 96.56
% g s f | ~| 8] 8§ gl 8| o | =&
s| &8l &8 8| £| | & 8&8| | 8| 8| =| 8| ¢g
38 ol ol S 3 © o ol - ° ) Ed ) = |Average
Coronal (0,90,0) 92.86% 93.13% 93.13%] 92.03% | 93.41%[ 93.96%| 92.72% 92.58% 92.17% [ 93.27%] 92.31% 92.31% 91.35%
(-120,180,120) 92.86% 92.99%) 92.17%|93.41%| 92.86%| 92.72%| 91.62%| 92.17%| 91.76%| 92.17%( 92.03%| 92.45%| 91.76%| 92.38%
(-120,120,-120) 93.13%( 92.99% 93.41%|92.31%92.99%( 91.62% [ 92.45% 91.48% [ 93.41%| 90.93%| 91.21%| 91.07%| 92.36%
(0,60,-60) 93.13%| 92.17% 92.72%| 92.58%| 92.03%| 92.58%| 91.76%| 92.58% | 91.48%| 91.62%| 91.62%| 90.93%| 92.22%
Sagittal (0,0,0) 92.03%| 93.41%| 93.41%| 92.72% 92.03%| 91.62%| 92.17%| 91.35%| 92.45%| 93.13%| 91.62% | 92.03% 92.16%
(60,-120,0) 93.41%| 92.86%| 92.31%( 92.58%| 92.03% 92.58%| 92.45%| 91.48%| 91.76% | € 91.62%|90.80%| 92.22%
(-120,0,60) 92.72%|92.99%| 92.03%| 91.62%| 92.58% 91.90%| 92.03%| 92.31%| 92.17%| 90.38%| 91.48% | 90.80%| 92.08%
(-120,180,-60) 92.72%| 91.62%| 91.62%| 92.58%| 92.17%| 92.45%| 91.90% 91.76%| 90.80%| 91.62%| 90.38%| 90.38% 91.43%
(120,-60,120) 92.58%| 92.17%| 92.45%| 91.76%| 91.35%| 91.48%| 92.03%| 91.76% 91.76%| 90.66%| 90.93% 91.46%
(60,0,120) 92.17%|91.76%| 91.48%| 92.58%| 92.45%| 91.76%| 92.31%| 90.80% o 91.07% 91.18%
(-120,0,-120) 93.27%) 92.17%| 93.41%| 91.48%(93.13% 92.17%( 91.62%| 91.76%| 91.07% 90.25%| 91.79%
Axial (0,0,90) 92.31%| 92.03%| 90.93%| 91.62%| 91.62%| 91.48% | 90.38% | 90.38% | 90.66%
(0,120,-60) 92.31%|92.45%| 91.21%| 91.62%| 92.03%| 91.62%| 91.48% | 90.38%| 90.93% 91.01%
(180,-60,60) 91.35%(91.76%| 91.07%| 90.93% 90.80% 90.25%

Fig. 5 For each network orientation,

value. These are visually represented with color coding in the figure

combining its predictions with those of a network from a different orientation yielded an average accuracy

Remarkably, the combined predictions boasted an aver-
age accuracy of 90.27% in the least favorable scenario
[(180,—60,60) vs all other angles]-this stands on par with
the third highest-performing individual network.

As the color coding in the table accentuates, the angle
(—120, 0, 120) stands out as a special case. While its stan-
dalone accuracy was a modest 87.50%, when synergized
with a reasonably accurate network, its combined predictive
prowess was notable. This observation underscores a pivotal
insight; even networks with sub-optimal performance can,
under the right conditions, contribute significantly to com-
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bined accuracy. Such a realization attests to the robustness
of our method, even without pinpointing the optimal angles.

3.2.2 Combining predictions from three networks

Combining three networks’ predictions with the same method
results in even better performance. Figure6a showcases
results derived from this approach, using the most successful
individual network (0,90,0). The average performance of any
combination including this network is 92.99%, almost 1.4%
higher than its individual performance.
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(¢) (-120,120,-120) vs all

Fig.6 Combined accuracy averages of three networks trained with three different angles

= 5 — =
81 = sl | =8| 8| _.|8|38| 5| s
8| S| 8| S| 8| 2|&8|s|8|2|¢s| % s
sl glg|Elzlg|s|s|s|g|=| &8s
s S ) 3 o S s o ° Z Ed () = |Average
(-120,180,120) 93.96%| 93.82% | 93.68%| 93.54% | 93.27% | 93.13%| 92.86% | 93.68% | 93.82%| 92.99%| 93.68%| 92.72% 93.4395,
(-120,120,-120) 93.96% 93.68% | 93.41%| 93.68%| 93.41%| 92.99% | 93.13% | 93.41% 92.31%| 93.96%| 92.03%| 93.35%
(0,60,-60) 93.82%| 93.68% 92.99% 93.27% | 93.13% | 92.58% | 92.58% | 93.54% | 92.58% | 93.82%| 92.17%| 93.20%
Sagittal (0,0,0) 93.68% | 93.41%| 92.99% 92.86% | 92.86% | 92.45%| 92.31%| 92.99% | 93.27%| 92.45%| 93.41%| 92.17%| 92.90%
(60,-120,0) 93.54% | 93.68% 92.86% 93.41%|92.99% | 92.86% | 92.72%| 93.54% | 93.68%| 93.13%| 92.72%| 93.28%
(-120,0,60) 93.27%93.41%| 93.27%| 92.86%| 93.41% 93.54%93.27%| 93.68%| 93.54% 92.58%| 93.27%| 92.58%| 93.22%
Coronal (0,90,0)(-120,180,-60) 93.13% | 92.99% | 93.13%| 92.45%| 92.99%| 93.54% 92.58%| 93.41% 92.88%
(120,-60,120) 92.86%| 93.13%| 92.58% | 92.31%| 92.86% | 93.27%| 92.86% 92.86%| 93.13% 92.70%
(60,0,120) 93.68%| 93.41% | 92.58%| 92.99% | 92.72% | 93.68%| 92.58% | 91.90% 92.31%| 92.58% 92.77%
(-120,0,-120) 93.82% 93.54%| 93.27% | 93.54%| 93.54% | 93.27%| 92.99% | 93.13% 92.99%| 93.13%| 92.72%| 93.35%
Axial (0,0,90) 92.99% [ 92.31% 92.58% | 92.45% | 93.68%| 92.58%| 92.58% | 92.86% | 92.31%| 92.99% 92.17% 92.55%
(0,120,-60) 93.68% | 93.96%| 93.82%| 93.41%| 93.13% | 93.27% | 93.41% | 93.13%| 92.58% | 93.13%| 92.17% 93.12%
(180,-60,60) 92.72% [ 92.03%| 92.17%| 92.17%| 92.72%| 92.58% 92.72%
(a) (0,90,0) vs all
< =) = —
& | = sl = =| 8| § gl 8| ~| =
e = s S ) 3 S al ) - > 2 9
s 8l S| /8|l s &l gl | s S| % ¢
s| || 2| 3|8|8|s|cs|gl=|8] s
3 Z ) 3 ° z z o o ) Ed () = |Average
Coronal (0,90,0) 93.96%| 93.82% | 93.68% | 93.54%| 93.27%| 93.13% | 92.86%| 93.68% | 93.82%| 92.99% | 93.68%| 92.72%| 93.43%
(-120,120,-120) 93.96% 93.54%| 93.96%| 93.54% | 93.27%| 93.41%| 93.13% | 92.99%| 93.82% | 93.54%| 92.86%| 93.13%| 93.38%
(0,60,-60) 93.82%| 93.54% 93.54%| 92.99%| 92.86%| 92.72%| 92.86% | 93.96% | 92.45% | 92.58% | 92.72%| 92.58%| 92.98%
Sagittal (0,0,0) 93.68%| 93.96% | 93.54% 93.13% [ 93.82% | 92.99% | 92.58%| 92.86%| 93.27%| 92.99%| 92.86%| 92.86%| 93.17%
(60,-120,0) 93.54% | 93.54% | 92.99%| 93.13% 92.99% [ 93.27% | 92.31%| 93.27%| 93.68%| 93.82%| 92.45%| 92.99%| 93.13%
(-120,0,60) 93.27% | 93.27% | 92.86% | 93.82%| 92.99% 92.45% | 93.27% | 92.58% | 92.58%| 92.03%| 92.99%| 92.86%| 92.88%
(-120,180,120) ((-120,180,-60) 93.13% 93.41% | 92.72%| 92.99% | 93.27%| 92.45% 92.31% 92.31%92.03%| 92.31%| 92.03%| 92.51%
(120,-60,120) 92.86% | 93.13% | 92.86% | 92.58% | 92.31% | 93.27%| 92.31% 92.86% | 93.13% | 92.72%| 92.86% 92.71%
(60,0,120) 93.68%| 92.99% | 93.96%| 92.86%| 93.27% | 92.58% 92.86% 92.72%92.45%| 92.58%| 92.03%| 92.73%
(-120,0,-120) 93.82%| 93.82% | 92.45%| 93.27%| 93.68%| 92.58% | 92.31%| 93.13% | 92.72% 92.86%| 92.86%| 93.13%| 92.98%
Axial (0,0,90) 92.99%| 93.54%| 92.58% | 92.99% | 93.82%| 92.03% | 92.03%| 92.72% | 92.45% | 92.86% 92.31%| 91.90%| 92.66%
(0,120,-60) 93.68%| 92.86%| 92.72%| 92.86% | 92.45%| 92.99%| 92.31%| 92.86% | 92.58% | 92.86% | 92.31% 92.31%| 92.64%
(180,-60,60) 92.72%|93.13% | 92.58%| 92.86% | 92.99%| 92.86% | 92.03% 92.03%93.13%91.90%| 92.31% 92.51%
(b) (-120,180,120) vs all
p= =) s = e — —
sl 3| | glslsl %8| 5|88 5| 8
|1 &8 8| 3| 8| 8| &|s| &38| & ¢
sl gl sl ]| zlsl&g|l sl g|s|=| 8] g
3 S S 3 o 5 ko o o ol Z S = |Average.
Coronal (0,90,0) 93.96%| 93.68%| 93.41% | 93.68% | 93.41%| 92.99%| 93.13% 93.41%F 52.31%| 93.96%| 92.03%| 93.29%
(-120,180,120) 93.96% 93.54%| 93.96% | 93.54% | 93.27%| 93.41%| 93.13% | 92.99% | 93.82%| 93.54% | 92.86%| 93.13%| 93.38%
(0,60,-60) 93.68%| 93.54% 94.09%| 93.54% | 93.27% | 93.41%| 92.86%| 93.54% | 93.41% | 92.99%| 92.72%| 92.17%| 93.20%
Sagittal (0,0,0) 93.41%| 93.96%| 94.09% 93.41% 93.13% | 93.13% | 92.99%| 93.27% 92.17%| 92.86%| 92.03%| 93.15%
(60,-120,0) 93.68%| 93.54%| 93.54%| 93.41% 93.68%| 93.27%| 92.45%| 92.86%| 94.09%| 92.31%| 92.58%| 92.45%| 93.06%
(-120,0,60) 93.41%93.27% | 93.27% | 93.13% | 93.68% 92.99% | 92.86% | 93.41% | 93.96%| 92.03%| 92.99%| 92.31%| 93.06%
(-120,120,-120) | (-120,180,-60) 92.99% | 93.41% | 93.41%| 93.13% | 93.27% | 92.99% 93.27%| 92.72%| 93.68% | 91.90%| 92.45% 92.84%
(120,-60,120) 93.13% 93.13% | 92.86% | 92.99% | 92.45% | 92.86% | 93.27% 93.13%|93.13% - 91.90%! 92.53%
(60,0,120) 93.41%| 92.99% | 93.54%| 93.27% | 92.86% | 93.41%| 92.72%| 93.13% 93.82%92.31% 92.17%| 92.87%
(-120,0,-120) 93.82%|93.41% 94.09% | 93.96% 93.13%93.82% 93.27%| 92.86%| 93.13%
Axial (0,0,90) 92.31%|93.54%| 92.99% | 92.17% | 92.31%| 92.03% | 9: 3 92.31%|93.27%
(0,120,-60) 93.96%| 92.86%| 92.72%| 92.86% | 92.58%| 92.99%| 92.45% | 91.90% 92.86%
(180,-60,60) 92.03%| 93.13% | 92.17%| 92.03%| 92.45% | 92.31% 92.17%| 93.13%
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Figure 6b depicts a similar table, this time based on the
angular orientation (—120,190,120). The average perfor-
mance of combinations including this angle is 92.90%, 1.7%
better than the individual performance.

Figure 6¢ contains the results for combinations including
(—120,120,—120), which happen to include the highest per-
formance we have achieved at 94.37%. An intriguing point,
this performance was not the result of a fusion with the best-
performing networks but rather relatively poor performers
(0,0,0) and (—120,0,—120).

Notably, the least favorable accuracy resulting from a tri-
network combination, incorporating at least one network
from the top five performers, outstrips the best accuracy
achieved by any singular network.

A comparison to the state-of-the-art can be done using
Table 4. The proposed classification framework based on
combining predictions from three networks outperforms the
alternative state-of-the-art methods in the literature by means
of accuracy and sensitivity (shown in bold) and has compa-
rable performance in specificity and AUC.

4 Discussion

While our empirical investigations reveal that unique ori-
entations of training data sets induce variances in network
performance, the root cause of these fluctuations remains
under scrutiny. Currently, we are probing into two primary
hypotheses:

e Biological Considerations: This pertains to the potential
topographical alterations in the brain forming a pattern
in the MRI scans.

e Mathematical Aspects: This delves into factors such as
inter-slide rate of change and differential entropy through
slides.

Alzheimer’s Disease initially targets memory-centric reg
ions, notably the hippocampus, and eventually wreaks expan-
sive neuronal damage across the brain [30]. Consequently,
rotations enhancing the CNN'’s ability to discern central
brain features-like those from the hippocampus-might yield
superior results. Alternatively, this success could emanate
from amplifying the contrast between Alzheimer’s afflicted
regions and healthy brain tissue.

Arguably more intriguing is the notion that the perfor-
mance might be anchored to the voxel distribution itself,
dictated by data orientation. This could pertain to voxel
density or information content accessible to the network.
A methodology predicated on voxel distribution-devoid of
disease-specific biases-would be both cost-effective and uni-
versally applicable, transcending the confines of Alzheimer’s
Disease research.

@ Springer

Our combinatorial results, stemming from aggregating
predictions of diverse networks, illuminate a clear trajectory:
incorporating an expansive ensemble of network predictions
amplifies performance, albeit with escalating computational
overheads. Given the industry trend toward deeper, more
intricate networks, one might speculate on the practical-
ity of deploying multiple, comparatively simpler networks.
This approach could circumvent the spatial complexities and
feasibility challenges intrinsic to monolithic network archi-
tectures.

5 Conclusion

In this paper, we have illuminated a streamlined yet potent
method for enhancing the performance of 3D convolutional
neural networks in classifying MR images of Alzheimer’s
Disease patients and control samples. At the heart of this
method lies a strategic blend of large-scale data augmenta-
tion and the principles of multiple classifiers. By intentionally
minimizing the preprocessing steps, we have laid the ground-
work for easy reproducibility of our experiments.

Central to our approach is the innovative use of unique ori-
entations of the entire data set with novel angles, fostering
the training of diverse networks. This singular act of rotation
amplified the average accuracy notably from 89.84% (utiliz-
ing the original orientation) to 91.62%. Venturing deeper into
the realm of multiple classifiers, we combined predictions
from networks-of pairs and ensembles of three-employing
the sum rule. This methodological synergy catapulted our
maximum average accuracy figures. Remarkably, a duo of
networks culminated in an impressive average accuracy
of 93.96%, underscoring consistent performance enhance-
ments. Expanding the ensemble to three networks nudged
this to 94.37%. Yet, the true revelation was the bolstered
baseline performance, with even the lesser-performing com-
binations outshining individual network outcomes.

In sum, our research offers a blueprint for an efficient,
effective diagnostic tool, underscored by innovative data
usage and ensemble predictions, aiming for precision and
early diagnosis in the realm of Alzheimer’s Disease.
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